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• アイテム（情報）：
– メッセージ（Twitter, Facebook）
– 写真 / 動画（Instagram）
– ウェブページ（Delicious）
– 製品（Amazon）
– ホテル/レストラン（TripAdvisor, Yelp）

ウェブ上の情報共有
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• アイテム（情報）：
– メッセージ（Twitter, Facebook）
– 写真 / 動画（Instagram）
– ウェブページ（Delicious）
– 製品（Amazon）
– ホテル/レストラン（TripAdvisor, Yelp）

• 選択（アイテムの共有行動）：
– Twitterにおけるリツイート
– ウェブページのブックマーク
– 商品/ホテルへのレビュー

ウェブ上の情報共有
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アイテムユーザ
採用



アイテムの流行予測

• 将来流行しそうなアイテムを事前に察知したい
• モチベーションは多数

– 有名になる前においしいレストランを見つけたい
– 将来流行りそうな研究トピックを見つけたい
– 競合他社に先駆けたマーケティング戦略を立案したい

• 既存研究
– [Kupavskii et al., CIKM 2012]
– [Li et al., Social Media Processing 2014]
– [Kong et al., Journal of Computational Information Systems 2014]
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出典元： https://asd-hs.wikispaces.com
/file/view/you-can-compete.jpg/43564
1616/you-can-compete.jpg
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流行前に選択することに成功したユーザ
流行

流行せず
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流行せず
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⇒ 観測者
流行前に選択することに成功したユーザ

流行

流行せず

流行せず

流行せず
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観測者

ユーザ

もし事前に観測者を特定できていれば・・・

流行

流行せず

流行せず

流行せず
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観測者

ユーザ

流行前のアイテムを察知できる！

流行

流行せず

流行せず

流行せず
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観測者を経由した流行アイテムの早期検知

• 観測者：（サービスの）エキスパート，ヘビーユーザなど
• アイテム自体の予測と比べたメリット

– ユーザ推薦への応用：簡単にカスタマイズできる
– エキスパートからの知識の受容

• どのように有用な観測者をみつけるか？
– 流行しないアイテムを避けつつ流行アイテムを選択する観測者が良い

観測者 ユーザアイテム取得

お気に入りに登録



• イベントログデータ が与えられていると仮定
– イベント ：ユーザ がアイテム を時刻 で選択

• 観測者として適当な行動:
– 最終的な選択回数が多い上位 %のアイテムを 人のユーザが選択する
前に選択
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人気
(上位 %)

時刻

選択回数

アイテムA

アイテムB
人気でない
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Figure 1: Illustration of the adoption by three users for items
A and B.

adopts popular item A but after it has become popular. The
adoption behavior of user 2 satisfies (b) but not (a): he/she
adopts item B before m users adopt it, but item B fails to be-
come s-popular. User 3 adopts item A before m other users,
satisfying both (a) and (b).

To find such observers, suppose that we are given an event
log E = {(i

e

, u
e

, t
e

)}|E|
e=1, where (i

e

, u
e

, t
e

) denotes the eth
event that user u 2 U adopts item i 2 I at time t  T . I is
a set of items, U is a set of users, and T is the period of the
event log. | · | means the size of the set. The set of observers
O ⇢ U is extracted from the set of users U using the event
log E.

3 Proposed Methods

Item classification by popularity

For our task, we use a binary classifier that divides items
into popular and unpopular ones. Let y

i

2 {0, 1} be a binary
target variable that takes one when item i is popular, and
zero otherwise. The input features of the classifier indicate
users who adopt the item. Let x

i

= (1, x
i,1, . . . , x

i,|U |) be a
(|U |+1)-dimensional input feature vector. The first element
1 is introduced in the feature vector to represent a bias term
conveniently. The value x

i,u

is defined as follows:

x
i,u

=

⇢
1 if m

i,u

< m
0 otherwise,

(1)

where m
i,u

2 {0, 1, . . . , |U | � 1} is the ranking of user u
adopting item i, and m is a threshold. We define the value
for the first ranked user u who adopted item i as m

i,u

= 0.
The target variable and feature vector represents requirement
(a) and (b) from Section 2. The set of feature-target pairs
{(x

i

, y
i

)}|I|
i=1 is derived from the event log E.

As the classifier, we employ logistic regression with L1

regularization and non-negative constraints for weight pa-
rameters. The loss function of logistic regression is given

by:

|I|X

i=1

` (w,x
i

, y
i

) , (2)

where

` (w,x
i

, y
i

) = (y
i

� 1) ln

�
1� �(w>

x

i

)

�

� y
i

ln�(w>
x

i

), (3)

�(·) is the sigmoid function, w = (w0, w1, . . . , w|U |) is the
(|U |+ 1)-dimensional weight vector, and w0 is the bias pa-
rameter. Under the regularization and constraints, the opti-
mum solution w

⇤ is obtained via the following minimization
problem:

w

⇤
= argmin

ŵ2R|U|
�0 ,w02R

8
<

:

|I|X

i=1

` (w,x
i

, y
i

) +R(

ˆ

w)

9
=

; , (4)

where ˆ

w = (w1, . . . , w|U |) is the weight vector except for
bias w0, R(

ˆ

w) = �|| ˆw||1 is the L1 regularized term, and
� > 0 is the regularized parameter. R|U |

�0 represents |U |-
dimensional space on non-negative real numbers, constrain-
ing the possible values of the elements in ˆ

w on non-negative
space.

The non-negative constraints and L1 regularization for w
help for selecting observers. Without the non-negativity, the
classifier would give negative weights for users who fre-
quently adopt unpopular items. Although this will improve
prediction performance, this does not serve the purpose of
feature selection; we are not interested in such “novice”
observers. The L1 regularization makes ˆ

w

⇤ sparse, which
means it eliminates weak or redundant observers.

Augmenting temporal information
In (2), we have |I| training samples where each feature
vector has m non-zero elements. However, the setting of
m is somewhat arbitrary. For instance, by changing m
to 1, 2, . . . , |U |, we obtain |U | different training datasets.
These “padded” samples contain richer information than
the original samples, and will improve the performance.
From this intuition, we introduce feature vector x

i

(z) =�
1, x

i,1(z), . . . , x
i,|U |(z)

�
with varying thresholds, where

each element x
i,u

(z) is defined as follows:

x
i,u

(z) =

⇢
1 if m

i,u

< z
0 otherwise.

(5)

Here, z � 0 is the real-valued varying threshold. If the num-
ber of events (i.e. adoptions) in item i was E

i

, x
i

(z) can
represent E

i

different feature vectors. The event log E can
have at most |E| different training samples, which is greater
than |I|.

The training samples with high threshold values z would
not be important for our task because these samples corre-
spond to late adoption. In contrast, samples with low thresh-
old values would be important, because they correspond to
early adoption. To take into account these importance, we
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Figure 1: Illustration of the adoption by three users for items
A and B.

adopts popular item A but after it has become popular. The
adoption behavior of user 2 satisfies (b) but not (a): he/she
adopts item B before m users adopt it, but item B fails to be-
come s-popular. User 3 adopts item A before m other users,
satisfying both (a) and (b).
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, t
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) denotes the eth
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a set of items, U is a set of users, and T is the period of the
event log. | · | means the size of the set. The set of observers
O ⇢ U is extracted from the set of users U using the event
log E.

3 Proposed Methods

Item classification by popularity

For our task, we use a binary classifier that divides items
into popular and unpopular ones. Let y

i

2 {0, 1} be a binary
target variable that takes one when item i is popular, and
zero otherwise. The input features of the classifier indicate
users who adopt the item. Let x

i

= (1, x
i,1, . . . , x

i,|U |) be a
(|U |+1)-dimensional input feature vector. The first element
1 is introduced in the feature vector to represent a bias term
conveniently. The value x
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is defined as follows:
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=
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< m
0 otherwise,

(1)

where m
i,u

2 {0, 1, . . . , |U | � 1} is the ranking of user u
adopting item i, and m is a threshold. We define the value
for the first ranked user u who adopted item i as m

i,u

= 0.
The target variable and feature vector represents requirement
(a) and (b) from Section 2. The set of feature-target pairs
{(x

i

, y
i

)}|I|
i=1 is derived from the event log E.

As the classifier, we employ logistic regression with L1

regularization and non-negative constraints for weight pa-
rameters. The loss function of logistic regression is given

by:
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�(·) is the sigmoid function, w = (w0, w1, . . . , w|U |) is the
(|U |+ 1)-dimensional weight vector, and w0 is the bias pa-
rameter. Under the regularization and constraints, the opti-
mum solution w

⇤ is obtained via the following minimization
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where ˆ

w = (w1, . . . , w|U |) is the weight vector except for
bias w0, R(
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w) = �|| ˆw||1 is the L1 regularized term, and
� > 0 is the regularized parameter. R|U |

�0 represents |U |-
dimensional space on non-negative real numbers, constrain-
ing the possible values of the elements in ˆ

w on non-negative
space.

The non-negative constraints and L1 regularization for w
help for selecting observers. Without the non-negativity, the
classifier would give negative weights for users who fre-
quently adopt unpopular items. Although this will improve
prediction performance, this does not serve the purpose of
feature selection; we are not interested in such “novice”
observers. The L1 regularization makes ˆ

w

⇤ sparse, which
means it eliminates weak or redundant observers.

Augmenting temporal information
In (2), we have |I| training samples where each feature
vector has m non-zero elements. However, the setting of
m is somewhat arbitrary. For instance, by changing m
to 1, 2, . . . , |U |, we obtain |U | different training datasets.
These “padded” samples contain richer information than
the original samples, and will improve the performance.
From this intuition, we introduce feature vector x
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i,1(z), . . . , x
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with varying thresholds, where

each element x
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(z) is defined as follows:
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(5)

Here, z � 0 is the real-valued varying threshold. If the num-
ber of events (i.e. adoptions) in item i was E
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, x
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(z) can
represent E

i

different feature vectors. The event log E can
have at most |E| different training samples, which is greater
than |I|.

The training samples with high threshold values z would
not be important for our task because these samples corre-
spond to late adoption. In contrast, samples with low thresh-
old values would be important, because they correspond to
early adoption. To take into account these importance, we
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adopts popular item A but after it has become popular. The
adoption behavior of user 2 satisfies (b) but not (a): he/she
adopts item B before m users adopt it, but item B fails to be-
come s-popular. User 3 adopts item A before m other users,
satisfying both (a) and (b).
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O ⇢ U is extracted from the set of users U using the event
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3 Proposed Methods

Item classification by popularity

For our task, we use a binary classifier that divides items
into popular and unpopular ones. Let y
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2 {0, 1} be a binary
target variable that takes one when item i is popular, and
zero otherwise. The input features of the classifier indicate
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adopting item i, and m is a threshold. We define the value
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The target variable and feature vector represents requirement
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i=1 is derived from the event log E.
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space.

The non-negative constraints and L1 regularization for w
help for selecting observers. Without the non-negativity, the
classifier would give negative weights for users who fre-
quently adopt unpopular items. Although this will improve
prediction performance, this does not serve the purpose of
feature selection; we are not interested in such “novice”
observers. The L1 regularization makes ˆ
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means it eliminates weak or redundant observers.

Augmenting temporal information
In (2), we have |I| training samples where each feature
vector has m non-zero elements. However, the setting of
m is somewhat arbitrary. For instance, by changing m
to 1, 2, . . . , |U |, we obtain |U | different training datasets.
These “padded” samples contain richer information than
the original samples, and will improve the performance.
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9
=

; (3)

w

⇤ = argmin
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ŵ2R|U|

�0 ,w02R

8
<

:

|I|X

i=1

Ep(z)[`(w,xi(z), yi)] + �||ŵ||1
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Figure 1: Illustration of the adoption by three users for items
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adopts popular item A but after it has become popular. The
adoption behavior of user 2 satisfies (b) but not (a): he/she
adopts item B before m users adopt it, but item B fails to be-
come s-popular. User 3 adopts item A before m other users,
satisfying both (a) and (b).

To find such observers, suppose that we are given an event
log E = {(i
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, u
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e=1, where (i
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) denotes the eth
event that user u 2 U adopts item i 2 I at time t  T . I is
a set of items, U is a set of users, and T is the period of the
event log. | · | means the size of the set. The set of observers
O ⇢ U is extracted from the set of users U using the event
log E.

3 Proposed Methods

Item classification by popularity

For our task, we use a binary classifier that divides items
into popular and unpopular ones. Let y

i

2 {0, 1} be a binary
target variable that takes one when item i is popular, and
zero otherwise. The input features of the classifier indicate
users who adopt the item. Let x

i

= (1, x
i,1, . . . , x

i,|U |) be a
(|U |+1)-dimensional input feature vector. The first element
1 is introduced in the feature vector to represent a bias term
conveniently. The value x

i,u

is defined as follows:

x
i,u

=

⇢
1 if m

i,u

< m
0 otherwise,

(1)

where m
i,u

2 {0, 1, . . . , |U | � 1} is the ranking of user u
adopting item i, and m is a threshold. We define the value
for the first ranked user u who adopted item i as m

i,u

= 0.
The target variable and feature vector represents requirement
(a) and (b) from Section 2. The set of feature-target pairs
{(x

i

, y
i

)}|I|
i=1 is derived from the event log E.

As the classifier, we employ logistic regression with L1

regularization and non-negative constraints for weight pa-
rameters. The loss function of logistic regression is given

by:

|I|X

i=1

` (w,x
i

, y
i

) , (2)

where

` (w,x
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) = (y
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� 1) ln
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1� �(w>
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i

)

�

� y
i

ln�(w>
x

i

), (3)

�(·) is the sigmoid function, w = (w0, w1, . . . , w|U |) is the
(|U |+ 1)-dimensional weight vector, and w0 is the bias pa-
rameter. Under the regularization and constraints, the opti-
mum solution w

⇤ is obtained via the following minimization
problem:

w

⇤
= argmin

ŵ2R|U|
�0 ,w02R

8
<

:

|I|X

i=1

` (w,x
i

, y
i

) +R(

ˆ

w)

9
=

; , (4)

where ˆ

w = (w1, . . . , w|U |) is the weight vector except for
bias w0, R(

ˆ

w) = �|| ˆw||1 is the L1 regularized term, and
� > 0 is the regularized parameter. R|U |

�0 represents |U |-
dimensional space on non-negative real numbers, constrain-
ing the possible values of the elements in ˆ

w on non-negative
space.

The non-negative constraints and L1 regularization for w
help for selecting observers. Without the non-negativity, the
classifier would give negative weights for users who fre-
quently adopt unpopular items. Although this will improve
prediction performance, this does not serve the purpose of
feature selection; we are not interested in such “novice”
observers. The L1 regularization makes ˆ

w

⇤ sparse, which
means it eliminates weak or redundant observers.

Augmenting temporal information
In (2), we have |I| training samples where each feature
vector has m non-zero elements. However, the setting of
m is somewhat arbitrary. For instance, by changing m
to 1, 2, . . . , |U |, we obtain |U | different training datasets.
These “padded” samples contain richer information than
the original samples, and will improve the performance.
From this intuition, we introduce feature vector x

i

(z) =�
1, x

i,1(z), . . . , x
i,|U |(z)

�
with varying thresholds, where

each element x
i,u

(z) is defined as follows:

x
i,u

(z) =

⇢
1 if m

i,u

< z
0 otherwise.

(5)

Here, z � 0 is the real-valued varying threshold. If the num-
ber of events (i.e. adoptions) in item i was E

i

, x
i

(z) can
represent E

i

different feature vectors. The event log E can
have at most |E| different training samples, which is greater
than |I|.

The training samples with high threshold values z would
not be important for our task because these samples corre-
spond to late adoption. In contrast, samples with low thresh-
old values would be important, because they correspond to
early adoption. To take into account these importance, we



提案手法：特徴選択による観測者抽出

18



提案手法：特徴選択による観測者抽出

19

y = �(w>
x) (1)

(2)

w

⇤ = argmin
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Figure 1: Illustration of the adoption by three users for items
A and B.

adopts popular item A but after it has become popular. The
adoption behavior of user 2 satisfies (b) but not (a): he/she
adopts item B before m users adopt it, but item B fails to be-
come s-popular. User 3 adopts item A before m other users,
satisfying both (a) and (b).

To find such observers, suppose that we are given an event
log E = {(i

e

, u
e

, t
e

)}|E|
e=1, where (i

e

, u
e

, t
e

) denotes the eth
event that user u 2 U adopts item i 2 I at time t  T . I is
a set of items, U is a set of users, and T is the period of the
event log. | · | means the size of the set. The set of observers
O ⇢ U is extracted from the set of users U using the event
log E.

3 Proposed Methods

Item classification by popularity

For our task, we use a binary classifier that divides items
into popular and unpopular ones. Let y

i

2 {0, 1} be a binary
target variable that takes one when item i is popular, and
zero otherwise. The input features of the classifier indicate
users who adopt the item. Let x

i

= (1, x
i,1, . . . , x

i,|U |) be a
(|U |+1)-dimensional input feature vector. The first element
1 is introduced in the feature vector to represent a bias term
conveniently. The value x

i,u

is defined as follows:

x
i,u

=

⇢
1 if m

i,u

< m
0 otherwise,

(1)

where m
i,u

2 {0, 1, . . . , |U | � 1} is the ranking of user u
adopting item i, and m is a threshold. We define the value
for the first ranked user u who adopted item i as m

i,u

= 0.
The target variable and feature vector represents requirement
(a) and (b) from Section 2. The set of feature-target pairs
{(x

i

, y
i

)}|I|
i=1 is derived from the event log E.

As the classifier, we employ logistic regression with L1

regularization and non-negative constraints for weight pa-
rameters. The loss function of logistic regression is given

by:

|I|X

i=1

` (w,x
i

, y
i

) , (2)

where
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) = (y
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� 1) ln
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)
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), (3)

�(·) is the sigmoid function, w = (w0, w1, . . . , w|U |) is the
(|U |+ 1)-dimensional weight vector, and w0 is the bias pa-
rameter. Under the regularization and constraints, the opti-
mum solution w

⇤ is obtained via the following minimization
problem:

w

⇤
= argmin

ŵ2R|U|
�0 ,w02R

8
<

:

|I|X

i=1

` (w,x
i

, y
i

) +R(

ˆ

w)

9
=

; , (4)

where ˆ

w = (w1, . . . , w|U |) is the weight vector except for
bias w0, R(

ˆ

w) = �|| ˆw||1 is the L1 regularized term, and
� > 0 is the regularized parameter. R|U |

�0 represents |U |-
dimensional space on non-negative real numbers, constrain-
ing the possible values of the elements in ˆ

w on non-negative
space.

The non-negative constraints and L1 regularization for w
help for selecting observers. Without the non-negativity, the
classifier would give negative weights for users who fre-
quently adopt unpopular items. Although this will improve
prediction performance, this does not serve the purpose of
feature selection; we are not interested in such “novice”
observers. The L1 regularization makes ˆ

w

⇤ sparse, which
means it eliminates weak or redundant observers.

Augmenting temporal information
In (2), we have |I| training samples where each feature
vector has m non-zero elements. However, the setting of
m is somewhat arbitrary. For instance, by changing m
to 1, 2, . . . , |U |, we obtain |U | different training datasets.
These “padded” samples contain richer information than
the original samples, and will improve the performance.
From this intuition, we introduce feature vector x

i

(z) =�
1, x

i,1(z), . . . , x
i,|U |(z)

�
with varying thresholds, where

each element x
i,u

(z) is defined as follows:

x
i,u

(z) =

⇢
1 if m

i,u

< z
0 otherwise.

(5)

Here, z � 0 is the real-valued varying threshold. If the num-
ber of events (i.e. adoptions) in item i was E

i

, x
i

(z) can
represent E

i

different feature vectors. The event log E can
have at most |E| different training samples, which is greater
than |I|.

The training samples with high threshold values z would
not be important for our task because these samples corre-
spond to late adoption. In contrast, samples with low thresh-
old values would be important, because they correspond to
early adoption. To take into account these importance, we
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Figure 1: Illustration of the adoption by three users for items
A and B.

adopts popular item A but after it has become popular. The
adoption behavior of user 2 satisfies (b) but not (a): he/she
adopts item B before m users adopt it, but item B fails to be-
come s-popular. User 3 adopts item A before m other users,
satisfying both (a) and (b).

To find such observers, suppose that we are given an event
log E = {(i

e

, u
e

, t
e

)}|E|
e=1, where (i

e

, u
e

, t
e

) denotes the eth
event that user u 2 U adopts item i 2 I at time t  T . I is
a set of items, U is a set of users, and T is the period of the
event log. | · | means the size of the set. The set of observers
O ⇢ U is extracted from the set of users U using the event
log E.

3 Proposed Methods

Item classification by popularity

For our task, we use a binary classifier that divides items
into popular and unpopular ones. Let y

i

2 {0, 1} be a binary
target variable that takes one when item i is popular, and
zero otherwise. The input features of the classifier indicate
users who adopt the item. Let x

i

= (1, x
i,1, . . . , x

i,|U |) be a
(|U |+1)-dimensional input feature vector. The first element
1 is introduced in the feature vector to represent a bias term
conveniently. The value x

i,u

is defined as follows:

x
i,u

=

⇢
1 if m

i,u

< m
0 otherwise,

(1)

where m
i,u

2 {0, 1, . . . , |U | � 1} is the ranking of user u
adopting item i, and m is a threshold. We define the value
for the first ranked user u who adopted item i as m

i,u

= 0.
The target variable and feature vector represents requirement
(a) and (b) from Section 2. The set of feature-target pairs
{(x

i

, y
i

)}|I|
i=1 is derived from the event log E.

As the classifier, we employ logistic regression with L1

regularization and non-negative constraints for weight pa-
rameters. The loss function of logistic regression is given

by:

|I|X
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), (3)

�(·) is the sigmoid function, w = (w0, w1, . . . , w|U |) is the
(|U |+ 1)-dimensional weight vector, and w0 is the bias pa-
rameter. Under the regularization and constraints, the opti-
mum solution w

⇤ is obtained via the following minimization
problem:

w

⇤
= argmin

ŵ2R|U|
�0 ,w02R

8
<

:
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where ˆ

w = (w1, . . . , w|U |) is the weight vector except for
bias w0, R(

ˆ

w) = �|| ˆw||1 is the L1 regularized term, and
� > 0 is the regularized parameter. R|U |

�0 represents |U |-
dimensional space on non-negative real numbers, constrain-
ing the possible values of the elements in ˆ

w on non-negative
space.

The non-negative constraints and L1 regularization for w
help for selecting observers. Without the non-negativity, the
classifier would give negative weights for users who fre-
quently adopt unpopular items. Although this will improve
prediction performance, this does not serve the purpose of
feature selection; we are not interested in such “novice”
observers. The L1 regularization makes ˆ

w

⇤ sparse, which
means it eliminates weak or redundant observers.

Augmenting temporal information
In (2), we have |I| training samples where each feature
vector has m non-zero elements. However, the setting of
m is somewhat arbitrary. For instance, by changing m
to 1, 2, . . . , |U |, we obtain |U | different training datasets.
These “padded” samples contain richer information than
the original samples, and will improve the performance.
From this intuition, we introduce feature vector x

i

(z) =�
1, x

i,1(z), . . . , x
i,|U |(z)

�
with varying thresholds, where

each element x
i,u

(z) is defined as follows:

x
i,u

(z) =

⇢
1 if m

i,u

< z
0 otherwise.

(5)

Here, z � 0 is the real-valued varying threshold. If the num-
ber of events (i.e. adoptions) in item i was E

i

, x
i

(z) can
represent E

i

different feature vectors. The event log E can
have at most |E| different training samples, which is greater
than |I|.

The training samples with high threshold values z would
not be important for our task because these samples corre-
spond to late adoption. In contrast, samples with low thresh-
old values would be important, because they correspond to
early adoption. To take into account these importance, we
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Figure 1: Illustration of the adoption by three users for items
A and B.

adopts popular item A but after it has become popular. The
adoption behavior of user 2 satisfies (b) but not (a): he/she
adopts item B before m users adopt it, but item B fails to be-
come s-popular. User 3 adopts item A before m other users,
satisfying both (a) and (b).

To find such observers, suppose that we are given an event
log E = {(i

e

, u
e

, t
e

)}|E|
e=1, where (i

e

, u
e

, t
e

) denotes the eth
event that user u 2 U adopts item i 2 I at time t  T . I is
a set of items, U is a set of users, and T is the period of the
event log. | · | means the size of the set. The set of observers
O ⇢ U is extracted from the set of users U using the event
log E.

3 Proposed Methods

Item classification by popularity

For our task, we use a binary classifier that divides items
into popular and unpopular ones. Let y

i

2 {0, 1} be a binary
target variable that takes one when item i is popular, and
zero otherwise. The input features of the classifier indicate
users who adopt the item. Let x

i

= (1, x
i,1, . . . , x

i,|U |) be a
(|U |+1)-dimensional input feature vector. The first element
1 is introduced in the feature vector to represent a bias term
conveniently. The value x

i,u

is defined as follows:

x
i,u

=

⇢
1 if m

i,u

< m
0 otherwise,

(1)

where m
i,u

2 {0, 1, . . . , |U | � 1} is the ranking of user u
adopting item i, and m is a threshold. We define the value
for the first ranked user u who adopted item i as m

i,u

= 0.
The target variable and feature vector represents requirement
(a) and (b) from Section 2. The set of feature-target pairs
{(x

i

, y
i

)}|I|
i=1 is derived from the event log E.

As the classifier, we employ logistic regression with L1

regularization and non-negative constraints for weight pa-
rameters. The loss function of logistic regression is given

by:
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), (3)

�(·) is the sigmoid function, w = (w0, w1, . . . , w|U |) is the
(|U |+ 1)-dimensional weight vector, and w0 is the bias pa-
rameter. Under the regularization and constraints, the opti-
mum solution w

⇤ is obtained via the following minimization
problem:
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where ˆ

w = (w1, . . . , w|U |) is the weight vector except for
bias w0, R(

ˆ

w) = �|| ˆw||1 is the L1 regularized term, and
� > 0 is the regularized parameter. R|U |

�0 represents |U |-
dimensional space on non-negative real numbers, constrain-
ing the possible values of the elements in ˆ

w on non-negative
space.

The non-negative constraints and L1 regularization for w
help for selecting observers. Without the non-negativity, the
classifier would give negative weights for users who fre-
quently adopt unpopular items. Although this will improve
prediction performance, this does not serve the purpose of
feature selection; we are not interested in such “novice”
observers. The L1 regularization makes ˆ

w

⇤ sparse, which
means it eliminates weak or redundant observers.

Augmenting temporal information
In (2), we have |I| training samples where each feature
vector has m non-zero elements. However, the setting of
m is somewhat arbitrary. For instance, by changing m
to 1, 2, . . . , |U |, we obtain |U | different training datasets.
These “padded” samples contain richer information than
the original samples, and will improve the performance.
From this intuition, we introduce feature vector x

i

(z) =�
1, x

i,1(z), . . . , x
i,|U |(z)

�
with varying thresholds, where

each element x
i,u

(z) is defined as follows:

x
i,u

(z) =

⇢
1 if m

i,u

< z
0 otherwise.

(5)

Here, z � 0 is the real-valued varying threshold. If the num-
ber of events (i.e. adoptions) in item i was E

i

, x
i

(z) can
represent E

i

different feature vectors. The event log E can
have at most |E| different training samples, which is greater
than |I|.

The training samples with high threshold values z would
not be important for our task because these samples corre-
spond to late adoption. In contrast, samples with low thresh-
old values would be important, because they correspond to
early adoption. To take into account these importance, we
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Figure 1: Illustration of the adoption by three users for items
A and B.

adopts popular item A but after it has become popular. The
adoption behavior of user 2 satisfies (b) but not (a): he/she
adopts item B before m users adopt it, but item B fails to be-
come s-popular. User 3 adopts item A before m other users,
satisfying both (a) and (b).

To find such observers, suppose that we are given an event
log E = {(i

e

, u
e

, t
e

)}|E|
e=1, where (i

e

, u
e

, t
e

) denotes the eth
event that user u 2 U adopts item i 2 I at time t  T . I is
a set of items, U is a set of users, and T is the period of the
event log. | · | means the size of the set. The set of observers
O ⇢ U is extracted from the set of users U using the event
log E.

3 Proposed Methods

Item classification by popularity

For our task, we use a binary classifier that divides items
into popular and unpopular ones. Let y

i

2 {0, 1} be a binary
target variable that takes one when item i is popular, and
zero otherwise. The input features of the classifier indicate
users who adopt the item. Let x

i

= (1, x
i,1, . . . , x

i,|U |) be a
(|U |+1)-dimensional input feature vector. The first element
1 is introduced in the feature vector to represent a bias term
conveniently. The value x

i,u

is defined as follows:

x
i,u

=

⇢
1 if m

i,u

< m
0 otherwise,

(1)

where m
i,u

2 {0, 1, . . . , |U | � 1} is the ranking of user u
adopting item i, and m is a threshold. We define the value
for the first ranked user u who adopted item i as m

i,u

= 0.
The target variable and feature vector represents requirement
(a) and (b) from Section 2. The set of feature-target pairs
{(x

i

, y
i

)}|I|
i=1 is derived from the event log E.

As the classifier, we employ logistic regression with L1

regularization and non-negative constraints for weight pa-
rameters. The loss function of logistic regression is given

by:
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�(·) is the sigmoid function, w = (w0, w1, . . . , w|U |) is the
(|U |+ 1)-dimensional weight vector, and w0 is the bias pa-
rameter. Under the regularization and constraints, the opti-
mum solution w

⇤ is obtained via the following minimization
problem:
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where ˆ

w = (w1, . . . , w|U |) is the weight vector except for
bias w0, R(

ˆ

w) = �|| ˆw||1 is the L1 regularized term, and
� > 0 is the regularized parameter. R|U |

�0 represents |U |-
dimensional space on non-negative real numbers, constrain-
ing the possible values of the elements in ˆ

w on non-negative
space.

The non-negative constraints and L1 regularization for w
help for selecting observers. Without the non-negativity, the
classifier would give negative weights for users who fre-
quently adopt unpopular items. Although this will improve
prediction performance, this does not serve the purpose of
feature selection; we are not interested in such “novice”
observers. The L1 regularization makes ˆ

w

⇤ sparse, which
means it eliminates weak or redundant observers.

Augmenting temporal information
In (2), we have |I| training samples where each feature
vector has m non-zero elements. However, the setting of
m is somewhat arbitrary. For instance, by changing m
to 1, 2, . . . , |U |, we obtain |U | different training datasets.
These “padded” samples contain richer information than
the original samples, and will improve the performance.
From this intuition, we introduce feature vector x

i

(z) =�
1, x

i,1(z), . . . , x
i,|U |(z)

�
with varying thresholds, where

each element x
i,u

(z) is defined as follows:
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(z) =
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< z
0 otherwise.

(5)

Here, z � 0 is the real-valued varying threshold. If the num-
ber of events (i.e. adoptions) in item i was E

i

, x
i

(z) can
represent E

i

different feature vectors. The event log E can
have at most |E| different training samples, which is greater
than |I|.

The training samples with high threshold values z would
not be important for our task because these samples corre-
spond to late adoption. In contrast, samples with low thresh-
old values would be important, because they correspond to
early adoption. To take into account these importance, we
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ŵ2R|U|

�0 ,w02R

8
<

:

|I|X

i=1

` (w,xi, yi) + �||ŵ||1
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データがもつ多くの情報を失ってしまう
• 閾値を超えるユーザの情報
• ユーザの重要度：初期に選択したユーザほど反応が早く有用
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• 手法１：Non-augmented method

• 手法２：Data Augmented method

- ：閾値の確率分布

- 分布を固定すれば確率最適化で学習できる（e.g. Adagrad）

目的関数
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ŵ2R|U|

�0 ,w02R

8
<

:

|I|X

i=1

` (w,xi, yi) + �||ŵ||1
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• 正則化パラメータ に依存
– 値が大きいほど、抽出される観測者数は小さくなる

• L1正則化ではパラメータの非ゼロ数を予め指定できない
⇒ 解決法：Forward-backward探索

観測者数の指定
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Figure 1: Illustration of the adoption by three users for items
A and B.

adopts popular item A but after it has become popular. The
adoption behavior of user 2 satisfies (b) but not (a): he/she
adopts item B before m users adopt it, but item B fails to be-
come s-popular. User 3 adopts item A before m other users,
satisfying both (a) and (b).

To find such observers, suppose that we are given an event
log E = {(i

e

, u
e

, t
e

)}|E|
e=1, where (i

e

, u
e

, t
e

) denotes the eth
event that user u 2 U adopts item i 2 I at time t  T . I is
a set of items, U is a set of users, and T is the period of the
event log. | · | means the size of the set. The set of observers
O ⇢ U is extracted from the set of users U using the event
log E.

3 Proposed Methods

Item classification by popularity

For our task, we use a binary classifier that divides items
into popular and unpopular ones. Let y

i

2 {0, 1} be a binary
target variable that takes one when item i is popular, and
zero otherwise. The input features of the classifier indicate
users who adopt the item. Let x

i

= (1, x
i,1, . . . , x

i,|U |) be a
(|U |+1)-dimensional input feature vector. The first element
1 is introduced in the feature vector to represent a bias term
conveniently. The value x

i,u

is defined as follows:

x
i,u

=

⇢
1 if m

i,u

< m
0 otherwise,

(1)

where m
i,u

2 {0, 1, . . . , |U | � 1} is the ranking of user u
adopting item i, and m is a threshold. We define the value
for the first ranked user u who adopted item i as m

i,u

= 0.
The target variable and feature vector represents requirement
(a) and (b) from Section 2. The set of feature-target pairs
{(x

i

, y
i

)}|I|
i=1 is derived from the event log E.

As the classifier, we employ logistic regression with L1

regularization and non-negative constraints for weight pa-
rameters. The loss function of logistic regression is given

by:

|I|X

i=1

` (w,x
i

, y
i

) , (2)

where

` (w,x
i

, y
i

) = (y
i

� 1) ln

�
1� �(w>

x

i

)

�

� y
i

ln�(w>
x

i

), (3)

�(·) is the sigmoid function, w = (w0, w1, . . . , w|U |) is the
(|U |+ 1)-dimensional weight vector, and w0 is the bias pa-
rameter. Under the regularization and constraints, the opti-
mum solution w

⇤ is obtained via the following minimization
problem:

w

⇤
= argmin

ŵ2R|U|
�0 ,w02R

8
<

:

|I|X

i=1

` (w,x
i

, y
i

) +R(

ˆ

w)

9
=

; , (4)

where ˆ

w = (w1, . . . , w|U |) is the weight vector except for
bias w0, R(

ˆ

w) = �|| ˆw||1 is the L1 regularized term, and
� > 0 is the regularized parameter. R|U |

�0 represents |U |-
dimensional space on non-negative real numbers, constrain-
ing the possible values of the elements in ˆ

w on non-negative
space.

The non-negative constraints and L1 regularization for w
help for selecting observers. Without the non-negativity, the
classifier would give negative weights for users who fre-
quently adopt unpopular items. Although this will improve
prediction performance, this does not serve the purpose of
feature selection; we are not interested in such “novice”
observers. The L1 regularization makes ˆ

w

⇤ sparse, which
means it eliminates weak or redundant observers.

Augmenting temporal information
In (2), we have |I| training samples where each feature
vector has m non-zero elements. However, the setting of
m is somewhat arbitrary. For instance, by changing m
to 1, 2, . . . , |U |, we obtain |U | different training datasets.
These “padded” samples contain richer information than
the original samples, and will improve the performance.
From this intuition, we introduce feature vector x

i

(z) =�
1, x

i,1(z), . . . , x
i,|U |(z)

�
with varying thresholds, where

each element x
i,u

(z) is defined as follows:

x
i,u

(z) =

⇢
1 if m

i,u

< z
0 otherwise.

(5)

Here, z � 0 is the real-valued varying threshold. If the num-
ber of events (i.e. adoptions) in item i was E

i

, x
i

(z) can
represent E

i

different feature vectors. The event log E can
have at most |E| different training samples, which is greater
than |I|.

The training samples with high threshold values z would
not be important for our task because these samples corre-
spond to late adoption. In contrast, samples with low thresh-
old values would be important, because they correspond to
early adoption. To take into account these importance, we
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ŵ2R|U|

�0 ,w02R

8
<

:

|I|X

i=1

` (w,xi, yi) + �||ŵ||1
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nを超えたら探索終了

1. Forward search：正則化パラメータの値を変化させながら探索

人の観測者を取得したい場合
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2. Backward interpolation：より大きな観測者集合で補完
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ŵ2R|U|

�0 ,w02R

8
<

:

|I|X

i=1

` (w,xi, yi) + �||ŵ||1
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9
=

; (3)

w

⇤ = argmin
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人の観測者を取得したい場合

Forward-backward探索
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9
=

; (4)

` (w,xi, yi) = (yi � 1) ln
�
1� �(w>

xi)
�
� yi ln�(w

>
xi) (5)

xi(z) (6)

(i, u, t) (7)

s (8)

m (9)

z (10)

s (11)

m (12)

i (13)

u (14)

L1 (15)

L1 (16)

� (17)

n� 1 (18)

n (19)

n+ 1 (20)

(21)

1

y = �(w>
x) (1)

(2)

w

⇤ = argmin
ŵ2R|U|

�0 ,w02R

8
<

:

|I|X

i=1

` (w,xi, yi) + �||ŵ||1
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• Deliciousデータセットを用意［Wetzker et al., ECAI 2008 ]
– ソーシャルブックマークサービスの履歴を記録

• ， に設定
– 最初の10人までに将来上位10%に入るアイテムを検知する観測者

• 訓練データから観測者を抽出
• 抽出した観測者を利用して将来流行するアイテムを判定

– 判定方法は次スライドで説明

• テストデータに対するF値で評価

実験設定
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観測者の選択したアイテムは無条件に受け取る場合を想定
• テストデータアイテムの初期10人のみ観測できたと仮定
• 少なくとも1人の観測者が初期ユーザに含まれていれば、そのアイ
テムを流行すると判定

判定の手順
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結果：観測者数-F値曲線
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Table 2: Results of AUC in the Delicious datasets. The boldface means that the result was significantly best in terms of the
two-sided t-test with 95 percent confidence.

Dataset Random Nadoptions Nfollowers Nearly Nearly-pos
Nearly-
pos/neg Non-augmented Augmented

ajax 0.051 0.168 0.200 0.172 0.252 0.133 0.305 0.315
css 0.034 0.135 0.174 0.156 0.293 0.178 0.332 0.344
design 0.024 0.136 0.164 0.164 0.244 0.060 0.276 0.276
java 0.058 0.190 0.210 0.204 0.228 0.113 0.246 0.247
javascript 0.052 0.134 0.183 0.129 0.240 0.082 0.299 0.304
linux 0.056 0.171 0.194 0.195 0.266 0.102 0.299 0.298
news 0.085 0.163 0.247 0.224 0.327 0.306 0.374 0.376
opensource 0.082 0.154 0.177 0.191 0.235 0.118 0.255 0.256
photography 0.047 0.169 0.202 0.183 0.223 0.071 0.236 0.240
science 0.085 0.170 0.189 0.183 0.218 0.143 0.241 0.241
webdesign 0.034 0.143 0.168 0.170 0.291 0.132 0.336 0.350
Average 0.055 0.157 0.192 0.179 0.256 0.131 0.291 0.295

Table 3: Averages of runtime taken to extract observers in the design and webdesign datasets. The value in the parenthesis of
the augmented method denotes the average time (seconds) for the validation of (k, ✓).

Nadoptions Nfollowers Nearly Nearly-pos Nearly-pos/neg Non-augmented Augmented
design 6.00 16.93 2.57 4.16 4.15 118.60 1206.75 (1069.31)
webdesign 3.18 10.11 1.24 2.02 2.02 28.45 904.02 (875.98)
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Figure 2: #observers-F-measure curve in the webdesign
dataset.

significantly better performance than the baselines for all the
datasets. While both the two proposed methods had nearly
equal performances for seven datasets, the augmented method
was significantly better for four datasets and the average of
all the datasets. This result suggests that augmentation of the
training samples improves performance.

Table 3 shows the averages of runtime taken to extract
observers in the design and webdesign datasets.7 We ex-
cluded the result of Random; although it was as fast as other
baselines, the performance improvement would be expected
depending on the implementation. The proposed methods
took more time than baselines: while baselines check train-
ing items only once, the proposed methods repeat checking

7While the proposed methods were implemented by Java, base-
lines were done by Python.

them C times. The augmented method took the longest time,
and the most part was used in the validation of (k, ✓). Al-
though we computed all the (k, ✓)s in parallel, the runtime
did not decrease as we expected. This is due to the overhead
of the hardware scheduling and the computation of the AUC
for selecting the best (k, ✓).

6 Summary and Discussion
In this paper, we formulated a new problem to find observers
and proposed a feature selection based framework to address
the problem. Our proposed methods outperformed the base-
lines in real social bookmark datasets.

Let us remark the tradeoff between performance and com-
putational cost for our proposed methods. While the aug-
mented method outperformed the non-augmented method in
many datasets, the augmented method requires additional
computation caused by the cross validation of (k, ✓). This
computation can be reduced by validating (k, ✓)s in parallel.
If all the parameters are validated in parallel, the augmented
method can run the validation ideally v|K||⇥| times faster.
However, as described in experiments, the actual runtime will
get worse than the expected one due to hardware limitation
and additional costs. Thus, when setting large |K|, |⇥|, and
v in large-scale data, we suggest using the non-augmented
method. Otherwise the augmented method is recommended.
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• 6つのベースライン手法を用意して比較
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結果：観測者数-F値曲線のAUCの比較
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Table 2: Results of AUC in the Delicious datasets. The boldface means that the result was significantly best in terms of the
two-sided t-test with 95 percent confidence.

Dataset Random Nadoptions Nfollowers Nearly Nearly-pos
Nearly-
pos/neg Non-augmented Augmented

ajax 0.051 0.168 0.200 0.172 0.252 0.133 0.305 0.315
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Table 3: Averages of runtime taken to extract observers in the design and webdesign datasets. The value in the parenthesis of
the augmented method denotes the average time (seconds) for the validation of (k, ✓).

Nadoptions Nfollowers Nearly Nearly-pos Nearly-pos/neg Non-augmented Augmented
design 6.00 16.93 2.57 4.16 4.15 118.60 1206.75 (1069.31)
webdesign 3.18 10.11 1.24 2.02 2.02 28.45 904.02 (875.98)
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Figure 2: #observers-F-measure curve in the webdesign
dataset.

significantly better performance than the baselines for all the
datasets. While both the two proposed methods had nearly
equal performances for seven datasets, the augmented method
was significantly better for four datasets and the average of
all the datasets. This result suggests that augmentation of the
training samples improves performance.

Table 3 shows the averages of runtime taken to extract
observers in the design and webdesign datasets.7 We ex-
cluded the result of Random; although it was as fast as other
baselines, the performance improvement would be expected
depending on the implementation. The proposed methods
took more time than baselines: while baselines check train-
ing items only once, the proposed methods repeat checking

7While the proposed methods were implemented by Java, base-
lines were done by Python.

them C times. The augmented method took the longest time,
and the most part was used in the validation of (k, ✓). Al-
though we computed all the (k, ✓)s in parallel, the runtime
did not decrease as we expected. This is due to the overhead
of the hardware scheduling and the computation of the AUC
for selecting the best (k, ✓).

6 Summary and Discussion
In this paper, we formulated a new problem to find observers
and proposed a feature selection based framework to address
the problem. Our proposed methods outperformed the base-
lines in real social bookmark datasets.

Let us remark the tradeoff between performance and com-
putational cost for our proposed methods. While the aug-
mented method outperformed the non-augmented method in
many datasets, the augmented method requires additional
computation caused by the cross validation of (k, ✓). This
computation can be reduced by validating (k, ✓)s in parallel.
If all the parameters are validated in parallel, the augmented
method can run the validation ideally v|K||⇥| times faster.
However, as described in experiments, the actual runtime will
get worse than the expected one due to hardware limitation
and additional costs. Thus, when setting large |K|, |⇥|, and
v in large-scale data, we suggest using the non-augmented
method. Otherwise the augmented method is recommended.
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まとめ

• ウェブ上で流行するアイテムの観測者を抽出する問題
• 特徴選択を応用した抽出手法を提案

– Augmented method：損失関数を閾値の期待値として定義することで
データがもつ情報を効率的に利用する

• 実データに対して有効性を確認

35


